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Advancing Explainable Artificial Intelligence for Trustworthy
Machine Learning Applications

Summary

Machine learning and Atrtificial Intelligence (Al) have found extensive applications across various sectors like
energy and medicine. However, a major challenge lies in the lack of interpretability of these models, leading

to distrust among users who prefer transparent decision-making processes. Explainable Artificial Intelligence
(XAl) addresses this issue by making ML models understandable. The Department of Software Science seeks a
PhD candidate to advance XAl techniques, focusing on developing novel frameworks that bridge mathematical
complexity with human perception. This role aims to enhance trust in Al systems through improved interpretability,
particularly in critical domains like energy, medicine, and cybersecurity.

Research field: Information and communication technology
Supervisors: Dr. Sven N6mm
Prof. Dr. Juri Belikov
Availability: This position is available.
Offered by: School of Information Technologies
Department of Software Science
Application deadline: Applications are accepted between June 01, 2024 00:00 and June 30, 2024

23:59 (Europe/Zurich)

Description

Machine learning and Atrtificial Intelligence are things we have all heard a lot about. They have wide range of appli-
cations, including energy and medicine sectors. However, one of the problems is the lack of interpretability of such
models, meaning we do not understand how they make their decisions. This results in a lack of trust from the user's
point of view, who would typically prefer to stick with proven tools that they understand. Explainable Artificial Intelli-
gence (XAl) is a concept that tries to close this gap. These techniques are used to make an ML model explainable,
allowing the user to understand how it reaches decisions.

In recent years, the Department of Software Science has developed competence in applying XAl techniques in areas
such as energy, medicine, and cybersecurity. We are looking for a prospective PhD candidate who will be working
on generalizing and developing these competences. The aim is to develop novel XAl frameworks with an emphasis
on goodness metrics and relations between the underlying mathematical machinery and human perception.

The successful candidate will focus on proposing, developing, implementing, and validating explainable Al models
with the following general objectives:

» Propose new validation techniques for complex ML models based on explainable Al. Existing taxonomies of ex-
plainer outputs are clearly biased towards human perception, allowing little or no relation to the mathematical or
algorithmic backend.

* Propose new evaluation metrics for the quality of explanations.

» Develop new standardization approach and clear definitions. Al researchers, domain experts, policymakers, and
people who use machine learning all use ML models and XAl in different ways. All these people use machine
learning techniques for different reasons and at different levels of abstraction.

» Explore the problem of tradeoff between accuracy and interpretability of a model.

Main responsibilities of the prospective PhD candidate:

* Conduct and disseminate research in the area of XAl and publish achieved results in Q1 journals and top-level
conferences.

» Support the teaching activities of the supervisors.

» Co-supervise bachelor and master-level theses.

Requirements:
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* M.Sc. degree or equivalent in Computer Science, Mathematics, or a related field.

» Clearinterestin the research topic, demonstrated through a motivation letter, preferably supported by the research
plan.

» Proficiency in Python, MATLAB, and R programming.

» Excellent English communication skills, both written and verbal.

» Strong analytical and research skills.

» Capacity to work independently and collaboratively in an international team.

» Preferred: Experience in programming and deep learning, showcased through GitHub projects.

Supervisors: Prof. Sven Némm, Prof. Juri Belikov
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To get more information or to apply online, visit https://taltech.glowbase.com/positions/751 or
scan the the code on the left with your smartphone.



https://taltech.glowbase.com/positions/751
http://www.glowbase.com

	Advancing Explainable Artificial Intelligence for Trustworthy Machine Learning Applications
	Summary
	Description


